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DECISION MAKING IN AN INCOMPLETELY KNOWN STOCHASTIC SYSTEM, II

1. Introduction. In this paper methods of decision theory are applied to determine a minimax control of the stochastic system defined by the equation (1). The situation in which the performance index depends on the parameter of disturbances is considered and is measured in terms of their variance. It is assumed that the horizon of control is a bounded random variable with known distribution and that the disturbances have a distribution belonging to the exponential family. The problem is considered in detail also in the case when a priori information about the parameter of disturbances, resulting in the fixing of an expectation parameter, is given.

The problem of determining a minimax control, often considered in analytical control theory, in the theory of control of stochastic systems is not treated so frequently [1], [8], [10]. Problems in which the disturbances have a distribution different from the normal one are also seldom considered [2], [4], [9]. On the other hand, there are situations in which the disturbances have distributions other than normal ones [2] and the theory assuming the disturbances to have a distribution belonging to the exponential family is more general. This paper is preceded by the paper [11] in which problems of Bayes control for disturbances belonging to the exponential family are considered.

Random variables and stochastic processes belonging to the exponential class are considered in [3], [5], [6], [7].

2. Statement of a minimax control problem. In the paper we use the notation introduced in [11].

Let us consider the discrete linear system with complete observations and random horizon

\[ x_{n+1} = a_n x_n + u_n + \gamma_n v_n, \quad x_0 = e, \quad n = 0, 1, \ldots, N, \]
where $x_n$ is the state variable, $u_n$ is the control, $v_0, v_1, \ldots$ are independent random variables with the same distribution, $N$ is a random variable independent of $v_0, v_1, \ldots$ distributed according to the law

$$P(N = i) = p_i, \quad i = 1, \ldots, M, \quad p_M > 0, \quad \sum_{i=1}^{M} p_i = 1,$$

$x_n, \gamma_n, \epsilon$ are given constants, $\gamma_n \neq 0$.

It is assumed that the random variables $v_0, v_1, \ldots$ have the distribution $P_j$ belonging to the exponential family, i.e. its density with respect to a $\sigma$-finite measure $\mu_0$ on $R = (-\infty, \infty)$ is

$$p(v, \lambda) = S(v, q) \exp[qA(\lambda) + vB(\lambda)],$$

where $\lambda$ is a parameter. We suppose that the parametrization is chosen so as to satisfy the conditions of the paper [11]. Then we have

$$E_{x}(v_n) = q\lambda$$

for some $q > 0$. Moreover, we additionally assume that

$$E_{x}(v_n^2) = q_1 \lambda^2 + q_2 \lambda + q_3$$

for some constants $q_1, q_2, q_3$. Here, $E_{x}(\cdot)$ denotes the expectation with respect to the distribution $P_j$.

We assume that $p(v, \lambda)$ is known with the only exception of the parameter $\lambda \in A_0$.

Let $u_n$ be a (Borel) function of the data $X_n = (x_0, x_1, \ldots, x_n)$ and $U_{n-1} = (u_0, u_1, \ldots, u_{n-1})$ available at moment $n = 0, 1, \ldots, M$. We call $u_n$ the control at moment $n$.

The vector $U = (u_0, u_1, \ldots, u_M)$ is called a control policy.

Given the initial state $e$ and the a priori distribution $P$ of the random variable $N$, choose a control policy $U^{(0)} \in \mathcal{U}$ such that

$$\sup_{\lambda \in A_0} R(\lambda, U^{(0)}) = \inf_{U \in \mathcal{U}} \sup_{\lambda \in A_0} R(\lambda, U),$$

where

$$R(\lambda, U) = B'(\lambda) E_p \left[ E_x \left[ \sum_{i=0}^{N} (\zeta_i x_i^2 + 2\eta_i x_i \lambda + \zeta_i \lambda^2 + k_i u_i) \right] | X_0 \right],$$

and $E_p(\cdot)$ denotes the expectation with respect to the distribution $P$ of the random variable $N$; $\mathcal{U}$ is the set of all control policies $U$ for which $R(\lambda, U)$ exists for each $\lambda \in A_0$.

If the equation (2) holds, the policy $U^{(0)}$ is called a minimax control policy.

The function $R(\lambda, U)$ is called the risk function or shortly the risk.
We suppose that
\[ \tilde{z}_i \dot{x}_i - \eta_i^2 \geq 0, \quad \dot{z}_i > 0, \quad k_i > 0. \]

The derivative \( B'(\lambda) \) is connected with the variance \( D_2^2(v_n) \) of the random variable \( v_n \) by the formula
\[ B'(\lambda) = \frac{a}{D_2^2(v_n)} \]
(see [11]). From (4) it follows that the performance index
\[ J = \sum_{i=0}^{N} (\tilde{z}_i x_i^2 + 2\eta_i x_i \dot{z}_i + \dot{z}_i^2 + k_i u_i^2) \]
is measured in (3) in terms of the variance of the random variable \( v_n \).

3. Recurrence equations for the risk. Let \( \pi_k = \sum_{i=1}^{M} p_i \) and let \( P_\lambda \) be the distribution of the random variables \( v_0, v_1, \ldots \). Define
\[ R_n(\lambda, U) = B'(\lambda) E_{\lambda} \left[ \sum_{i=1}^{M} \pi_i \left( \tilde{z}_i x_i^2 + 2\eta_i x_i \dot{z}_i + \dot{z}_i^2 + k_i u_i^2 \right) | X_n, U_{n-1} \right], \]
where \( E_{\lambda}(\cdot|X_n, U_{n-1}) \) denotes the conditional expectation given \( X_n, U_{n-1} \).
Then
\[ R(\lambda, U) = R_0(\lambda, U) \]
and \( R_n(\lambda, U), n = 0, 1, \ldots \) satisfy the recurrence equation
\[ R_n(\lambda, U) = B'(\lambda) E_{\lambda} \left[ (\tilde{z}_n x_n^2 + 2\eta_n x_n \dot{z}_n + \dot{z}_n^2 + k_n u_n^2) | X_n, U_{n-1} \right] + \]
\[ + \frac{\pi_{n+1}}{\pi_n} R_{n+1}(\lambda, U), \]
\[ = B'(\lambda) (\tilde{z}_n x_n^2 + 2\eta_n x_n \dot{z}_n + \dot{z}_n^2 + k_n u_n^2) + \frac{\pi_{n+1}}{\pi_n} E_{\lambda} \left[ R_{n+1}(\lambda, U) | X_n, U_{n-1} \right]. \]
Let \( U_{n}^* = (u_0^*, u_1^*, \ldots, u_n^*) \) be the control policy for which
\[ u_n^* = 0, \]
\[ u_n^* = -\frac{\pi_{n+1}}{\pi_n} x_n A_{n+1} - \frac{\pi_{n+1}}{\pi_n} (\gamma_n q A_{n+1} + \beta_{n+1} B_{n+1}) \]
\[ + \frac{\pi_{n+1}}{\pi_n} x_n A_{n+1} - \frac{\pi_{n+1}}{\pi_n} (\gamma_n q A_{n+1} + \beta_{n+1} B_{n+1}) \]
where
\[ \beta_n = \beta + nq, \quad r_n = r + \sum_{i=0}^{n-1} v_i. \]
The constants $A_n$, $B_n$ satisfy the equations

\[ A_n = \frac{\pi_{n+1} k_n q_n A_{n+1}}{\pi_n} + \frac{\pi_n k_n A_n}{\pi_{n+1} A_{n+1}}, \]

\[ B_n = \frac{\eta_n + \pi_{n+1} \gamma_n}{\beta_n} \frac{\pi_n}{\pi_{n+1}} \frac{A_{n+1}}{A_n} + \frac{\pi_n}{\pi_{n+1}} \frac{\gamma_n q_n A_{n+1} + \beta_{n+1} B_{n+1}}{\beta_n} \frac{1}{\beta_n} \]

and the boundary conditions $A_M = \zeta_M$, $B_M = \eta_M/\beta_M$.

This control policy is Bayes with respect to the a priori distribution of the parameter $\lambda$ with the density

\[ g(\lambda; \beta, r) = D(\beta, r) \exp[\beta A(\lambda) + r B(\lambda)] \]

if $(\beta, r) \in S$ (see [11] for a corresponding result and the definition of the set $S$).

For the control $u_n$ we obtain

\[ E_j(x_{n+1} \mid X_n, U_{n-1}) = E_j(x_n x_n + u_n + \gamma_n r_n \mid X_n, U_{n-1}) = x_n x_n + u_n + \gamma_n q \lambda. \]

\[ E_j(r_{n+1} \mid X_n, U_{n-1}) = E_j(r_n + r_n \mid X_n, U_{n-1}) = r_n + q \lambda. \]

\[ E_j(x_{n+1}^2 \mid X_n, U_{n-1}) = (x_n x_n + u_n)^2 + 2\beta_n (x_n x_n + u_n) q \lambda + \gamma_n (q_1 \lambda^2 + q_2 \lambda + q_3). \]

\[ E_j(r_{n+1}^2 \mid X_n, U_{n-1}) = r_n^2 + 2q \lambda r_n + q_1 \lambda^2 + q_2 \lambda + q_3. \]

Denote

\[ x_n x_n + u_n^* = F_n x_n + G_n r_n. \]

i.e.

\[ F_n = \frac{\pi_n k_n}{\pi_{n+1} A_{n+1}}, \quad G_n = \frac{\pi_{n+1} \gamma_n q A_{n+1} + \beta_{n+1} B_{n+1}}{\pi_n} \frac{1}{\beta_n} \]

From the recurrence equation (5) with the help of equations (11) we prove that

\[ R_n(\lambda, U_{n-1}^{*}) = B'(\lambda)(a_n x_n^2 + c_n r_n^2 + 2d_n x_n \lambda + e_n \lambda^2 + 2f_n r_n \lambda + i_n \lambda + j_n), \]

where the constants $a_n, \ldots, j_n$ satisfy the recurrence equations
\[a_n = A_n,\]
\[c_n = \frac{\pi_{n+1}}{\pi_n} (G_n^2 a_{n+1} + c_{n+1}) + k_n G_n^2,\]
\[d_n = \frac{\pi_{n+1}}{\pi_n} (\gamma_n q F_n a_{n+1} + F_n d_{n+1}) + \eta_n,\]
\[e_n = \frac{\pi_{n+1}}{\pi_n} (\gamma_n q_1 a_{n+1} + q_1 c_{n+1} + 2\gamma_n d_{n+1} + e_{n+1} + 2q f_{n+1}) + \zeta_n,\]
\[f_n = \frac{\pi_{n+1}}{\pi_n} (\gamma_n q G_n a_{n+1} + q c_{n+1} + G_n d_{n+1} + f_{n+1}),\]
\[i_n = \frac{\pi_{n+1}}{\pi_n} (\gamma_n q_2 a_{n+1} + q_2 c_{n+1} + i_{n+1}),\]
\[j_n = \frac{\pi_{n+1}}{\pi_n} (\gamma_n q_3 a_{n+1} + q_3 c_{n+1} + j_{n+1})\]

and the boundary conditions
\[a_M = \tilde{e}_M, \quad d_M = \eta_M, \quad e_M = \zeta_M, \quad f_M = i_M = j_M = 0.\]

4. A minimax theorem. We are looking for a minimax control policy defined by (2) and (3).

For this purpose let us consider the equations (8), (12) and (14). From (8) it follows that the \(A_n\) are independent of \(\beta\). Then \(F_n\) do not depend on \(\beta\), as well as \(a_n\) and \(d_n\). For the remaining constants we write \(c_n(\beta), e_n(\beta), f_n(\beta), i_n(\beta), j_n(\beta)\) instead of \(c_n, e_n, f_n, i_n, j_n\) to underline their dependence on parameter \(\beta\). All these constants are independent of the parameters \(r\) and \(\lambda\).

Write
\[Z_1(\beta) = e_0(\beta),\]
\[Z_2(\beta, r) = 2d_0 x_0 + 2f_0(\beta)r + i_0(\beta),\]
\[Z_3(\beta, r) = a_0 x_0^2 + c_0(\beta)r^2 + j_0(\beta).\]

Let \(E_\pi(\cdot)\) denote the expectation with respect to the distribution \(\pi\) of the parameter \(\lambda\) and let \(U\) be a control policy. The Bayes risk connected with \(\pi\) and \(U\) is defined by
\[r(\pi, U) = E_\pi(R(\lambda, U)).\]

Let \(\pi_{\beta, r}, (\beta, r) \in S\), be a distribution with density (10) and let \(U^*_\beta, r\) be the control policy Bayes with respect to \(\pi_{\beta, r}\) (see equations (6)-(9)). From (13) and the results of the paper [11] it follows that
\[r(\pi_{\beta, r}, U^*_\beta, r) = E_{\pi_{\beta, r}}[B'(\lambda)Z_1(\beta, \lambda^2 + Z_2(\beta, r)\lambda + Z_3(\beta, r))].\]
\[
\frac{\beta q - q_1 + q_2}{\beta} \cdot \frac{Z_1(\beta) \left( \frac{r}{\beta} \right)^2 + Z_2(\beta, r) \frac{r}{\beta} + Z_3(\beta, r)}{(q_1 - q_2) \left( \frac{r}{\beta} \right)^2 + q_2 \frac{r}{\beta} + q_3} + Z_1(\beta).
\]

From the corresponding theorem of decision theory (see, for example, [12], p. 374), we obtain the following theorem:

**Theorem 1.** Suppose that there is a sequence \( \{\pi_{\beta(k), \lambda(k)}\}, \ k = 1, 2, \ldots, \) of a priori distributions with density (10), \( (\beta^{(k)}, r^{(k)}) \in S, \) for which the corresponding sequence \( \{U^*_{\beta(k), \lambda(k)}\} \) of Bayes control policies satisfies the condition

\[
\lim_{{k \to \infty}} r(\pi_{\beta(k), \lambda(k)}, U^*_{\beta(k), \lambda(k)}) = c.
\]

If there is a control policy \( U^{(0)} \) such that

\[
R(\lambda, U^{(0)}) = c
\]

for each \( \lambda \in \Lambda_0, \) then \( U^{(0)} \) is a minimax control policy.

From (14) we obtain that

\begin{align*}
(16) \quad c_n(\beta) &= \sum_{i=n}^{M-1} t_i \frac{1}{\beta_i^2}, \\
(17) \quad c_n(\beta) &= t_n + \sum_{i=n+1}^{M-1} \left( t_i \frac{1}{\beta_i} + t'_i \frac{1}{\beta_i^2} \right), \\
(18) \quad f_n(\beta) &= \sum_{i=n}^{M-1} y_i \frac{1}{\beta_i} + \sum_{i=n+1}^{M-1} y'_i \frac{1}{\beta_i^2}, \\
(19) \quad i_n(\beta) &= q_2 \left( y_n + \sum_{i=n+1}^{M-1} y'_i \frac{1}{\beta_i^2} \right), \\
(19) \quad j_n(\beta) &= q_3 \left( z_n + \sum_{i=n+1}^{M-1} z'_i \frac{1}{\beta_i^2} \right),
\end{align*}

where only the variables \( \beta_i \) depend on \( \beta. \)

From (9) and (14) it follows that

\[
d_n = \beta_n B_n.
\]

For the normal distribution (with variance 1)

\[
p(v; \lambda) = \frac{1}{\sqrt{2\pi}} e^{-\frac{(v-\lambda)^2}{2}},
\]

\[
D^2_{\lambda}(v_n) = 1, \quad S = \{(\beta, r): \beta > 0\}.
\]
For the Poisson distribution

\[ p(v, \lambda) = \frac{\lambda^v}{v!} e^{-\lambda}, \]

\[ D^2(v_n) = \lambda, \quad S = \{ (\beta, r): \beta > 0, \ r > 0 \}, \]

For the gamma distribution

\[ p(v, \lambda) = \frac{1}{\Gamma(q) \lambda^q} v^{q-1} e^{-v/\lambda} I_0(q, x_1(v)), \]

\[ D^2(v_n) = q \lambda^2, \quad S = \{ (\beta, r): \beta > 1, \ r > 0 \}, \]

where \( I_0(r) \) denotes the characteristic function of the set \( C \).

For the binomial distribution

\[ p(v, \lambda) = \binom{q}{r} \lambda^r (1-\lambda)^{q-r}, \]

\[ D^2(v_n) = q \lambda (1-\lambda), \quad S = \{ (\beta, r): r > 0, \ \beta - r > 0 \}, \]

For the negative binomial distribution

\[ p(v, \lambda) = \frac{\Gamma(q + v)}{\Gamma(q) v!} \frac{\lambda^v}{(1 + \lambda)^{q+v}}, \]

\[ D^2(v_n) = q \lambda (1 + \lambda), \quad S = \{ (\beta, r): \beta > 1, \ r > 0 \}. \]

Let the random variables \( x_0, v_1, \ldots \) have a gamma distribution. Then \( q_1 = q(q+1), \ q_2 = q_3 = 0 \) and

\[ r(\pi_{\beta,r}, U_{\beta,r}) = \frac{\beta - 1}{\beta} \left( e_0(\beta) \left( \frac{r}{\beta} \right)^2 + 2(d_0 x_0 + f_0(\beta) r) \frac{r}{\beta} + a_0 x_0^2 + e_0(\beta) r^2 \right), \]

If \( x_0 = 0, \ r \) is fixed, \( \beta \to 1^+ \), then from the above and the conditions (16)–(18) we obtain

\[ r(\pi_{\beta,r}, U_{\beta,r}) \to e_0(1). \]

Denote by \( U_{1,0} \) the control policy defined by equations (6)–(9) with \( \beta = 1 \) and \( r = 0, (1, 0) \notin S \) and the policy \( U_{1,0} \) is not Bayes (the distribution (10) does not exist for \( \beta = 1 \) and \( r = 0 \)) but for this policy equations (11)–(15) hold. Then from (13) and (19) we have

\[ R(\lambda, U_{1,0}) = e_0(1) \]

if \( x_0 = 0 \). From (20), (21) and Theorem 1 it follows that if \( x_0 = 0 \) then the policy \( U_{1,0} \) is a minimax control policy.
Let the random variables \( v_0, v_1, \ldots \) have the normal distribution and let \( U^*_{\beta, 0} \) be the control policy defined by (6)-(9) for \( r = 0 \) and given \( \beta > 0 \). We have
\[
\lim_{\beta \to 0^+} r(\pi_{\beta, 0}, U^*_{\beta, 0}) = \lim_{\beta \to 0^+} (a_0 x_0^2 + j_0(\beta) + e_0(\beta)\beta).
\]
From (17) and (19) it follows that this limit is finite if \( \lim_{\beta \to 0^+} (e_0(\beta)\beta) \) is finite which holds only for special performance indices.

Let, for example, \( P(N = 2) = 1 \). In this case from (14) we obtain
\[
e_0(\beta) = \gamma_0^2 \left( \hat{z}_1 + k_1 \frac{k_1}{k_1 + \bar{z}_2} \right) + 2\gamma_0 \left( \gamma_1 \hat{z}_2 + \eta_2 \right) \frac{k_1}{k_1 + \bar{z}_2} + \gamma_0 \frac{\gamma_2}{\beta_1} \bar{z}_2 + 2\gamma_1 \eta_2 + \bar{z}_2 + \gamma_0.
\]
Then \( \lim_{\beta \to 0^+} (e_0(\beta)\beta) \) is finite if
\[
\gamma_0 \hat{z}_1 + \eta_1 = 0, \quad (\gamma_0 \hat{z}_1 + \gamma_1) \hat{z}_2 + \eta_2 = 0,
\]
\[
\hat{z}_2 - \eta_2^2 = 0.
\]
If this is not satisfied then for each \( K \) there is an a priori distribution of the parameter \( \lambda \) such that the Bayes risk is greater than \( K \) for each control policy.

5. Use of previous experience. Sometimes we have additional information about the parameter \( \lambda \) which results from previous experience.

Let us assume that we know that the a priori distribution of the parameter \( \lambda \) belongs to the class \( \Gamma \). In this case we define the minimax policy as follows: \( U^{(0)} \in \#_f \) is a minimax control policy if
\[
\sup_{\pi \in \Gamma} r(\pi, U^{(0)}) = \inf_{U \in \#_f} \sup_{\pi \in \Gamma} r(\pi, U).
\]
Here \( \#_f \) denotes the class of all control policies \( U \) for which \( r(\pi, U) \) exists for each \( \pi \in \Gamma \).

The following theorem holds:

Theorem 2. Suppose that there is a pair \((\beta, r) \in S\) such that the Bayes risk \( r(\pi, U^*_{\beta, r}) \) is constant for each \( \pi \in \Gamma \), where \( U^*_{\beta, r} \) is defined by (6)-(9). If the a
priori distribution \( \pi_{\beta, r} \) with the density (10) belongs to the class \( \Gamma \) then the control policy \( U_{\beta, r}^* \) is a minimax control policy.

**Proof.** It is well known from decision theory that a constant Bayes risk strategy which is Bayes with respect to an a priori distribution \( \pi \in \Gamma \) is a minimax strategy. Then \( U_{\beta, r}^* \) is a minimax control policy.

Let the random variables \( v_0, v_1, \ldots \) have the normal distribution and let \( \Gamma \) be the class of all a priori distributions \( \pi \) for which
\[
E_\pi (\lambda^2) = m_2,
\]
where \( m_2 > 0 \) is given. For the a priori distribution \( \pi_{\beta, r} \) with density
\[
g(\lambda; \beta, r, \pi) = \frac{\beta}{\sqrt{2\pi}} \exp \left[ -\frac{\beta}{2} \left( \frac{\lambda - r}{\beta} \right)^2 \right]
\]
we have
\[
E_{\pi_{\beta, r}} (\lambda^2) = \left( \frac{r}{\beta} \right)^2 + \frac{1}{\beta}.
\]
Then \( \pi_{\beta, r} \in \Gamma \) if
\[
\left( \frac{r}{\beta} \right)^2 + \frac{1}{\beta} = m_2.
\]
(22)

For \( (\beta, r) \) satisfying equation (22) with \( \beta > 0 \), we obtain
\[
r(\pi, U_{\beta, r}^*) = a_0 x_0^2 + c_0 (\beta) r + f_0 (\beta) m + 2 (d_0 x_0 + f_0 (\beta) r) E_\pi (\lambda)
\]
for each \( \pi \in \Gamma \). The Bayes risk \( r(\pi, U_{\beta, r}^*) \) does not depend on \( \pi \) if
\[
d_0 x_0 + f_0 (\beta) r = 0.
\]
(23)

From Theorem 2 it follows that if conditions (22) and (23) hold with \( \beta > 0 \) then the control policy \( U_{\beta, r}^* \) is a minimax control policy.

We prove now a theorem for which Theorems 1 and 2 can be considered as particular cases.

**Theorem 3.** Suppose that there is a sequence \( \{ \pi_{\beta(k), r(k)} \}, k = 1, 2, \ldots, \) of a priori distributions belonging to \( \Gamma \) and having the density (10), \( (\beta(k), r(k)) \in S \), for which the corresponding sequence \( \{ U_{\beta(k), r(k)}^* \} \) of Bayes control policies satisfies the condition
\[
\lim_{k \to \infty} r(\pi_{\beta(k), r(k)}, U_{\beta(k), r(k)}^*) = c.
\]
(24)

If there is a control policy \( U^{(0)} \in \mathcal{U} \) such that
\[
r(\pi, U^{(0)}) = c \quad \text{for each } \pi \in \Gamma,
\]
then \( U^{(0)} \) is a minimax control policy.
The theorem results from the general theorems of decision theory. Since we could not find it in the literature, we present a formal proof of this theorem.

Suppose that $U^{(0)}$ is not a minimax control policy. Then there is a control policy $U'$ such that

$$
\sup_{\pi \in \Gamma} r(\pi, U^{(0)}) > \sup_{\pi \in \Gamma} r(\pi, U') = c - \epsilon,
$$

where $\epsilon > 0$. But, on the other hand,

$$
c - \epsilon = \sup_{\pi \in \Gamma} r(\pi, U') \leq r(\pi_{\beta(\lambda), \lambda(\lambda)}, U') \leq r(\pi_{\beta(\lambda), \lambda(\lambda)}, U^{*}_{\beta(\lambda), \lambda(\lambda)})
$$

in contrary to (24).

Assume that the random variables $v_0, v_1, \ldots$ are distributed according to the Poisson law. Let the class $\Gamma$ be the class of all a priori distributions $\pi$ of the parameter $\lambda$ for which

$$
E_{\pi}(\lambda) = m,
$$

where $m > 0$ is given. Consider the a priori distribution $\pi_{\beta, r}$ with the density

$$
g(\lambda; \beta, r) = \frac{\beta^{\lambda+1}}{\Gamma(r+1)} e^{-\beta \lambda} I_0(\lambda, r),
$$

where $\beta = (1 + \epsilon)/m$ and $r = \epsilon$. We obtain $E_{\pi_{\beta, r}}(\lambda) = (r + 1)/\beta = m$; thus $\pi_{\beta, r} \in \Gamma$. Moreover, for the same parameters $\beta = (1 + \epsilon)/m, r = \epsilon$ we obtain that the Bayes risk

$$
r(\pi_{\beta, r}, U^{*}_{\beta, r}) = \frac{\beta}{r} \left[ e_0(\beta) \left( \frac{r}{\beta} \right)^2 + \left( 2a_0 x_0 + 2f_0(\beta) r + i(\beta) \right) \frac{r}{\beta} + a_0 x_0^2 + e_0(\beta) r^2 \right] + \frac{e_0(\beta)}{\beta}
$$

has the finite limit

$$
c = e_0(1/m) m + i_0(1/m)
$$

for $\epsilon \to 0$ if $x_0 = 0$.

Let $U_{\beta, 0}$ be defined as $\lim_{r \to 0} U^{*}_{\beta, r}$. Assuming $x_0 = 0$ we obtain from (13)

$$
R(\lambda, U_{\beta, 0}) = e_0(\beta) \lambda + i_0(\beta).
$$

Then for $\beta = 1/m$ and any $\pi \in \Gamma$

$$
r(\pi, U_{\beta, 0}) = e_0(1/m) m + i_0(1/m) = c
$$

which proves that the policy $U_{1/m, 0}$ is a minimax control policy.

In the next two examples we also assume that $x_0 = 0$.

Let the random variables $v_0, v_1, \ldots$ have the binomial distribution and
\( \Gamma \) be the class of all a priori distributions \( \pi \) of the parameter \( \lambda \) for which
\[
E_\pi \left( \frac{1}{1 - \lambda} \right) = m,
\]
where \( m > 1 \) is given. For the a priori distribution \( \pi_{\beta, r} \) with the density
\[
g(\lambda; \beta, r) = \frac{1}{B(r+1, \beta-r+1)} \lambda^r (1 - \lambda)^{\beta-r} L_{(r,1)}(\lambda)
\]
we have
\[
E_{\pi_{\beta, r}} \left( \frac{1}{1 - \lambda} \right) = \frac{\beta + 1}{\beta - r}.
\]
If
\[
\beta = 1/(m-1) + \varepsilon, \quad r = (m-1)\varepsilon,
\]
the equation (25) holds and
\[
r(\pi_{\beta, r}, U^*_{\beta, r}) = \frac{\beta + 1}{\beta} \cdot \frac{e_0(\beta) \frac{(r)}{\beta}}{\beta} + \frac{(2e_0(\beta)r + i_0(\beta)) \frac{r}{\beta} + e_0(\beta) \frac{r^2}{\beta}}{\beta} + \frac{e_0(\beta)}{\beta} \rightarrow \frac{e_0}{c} \left( \frac{1}{m-1} \right) (m-1) + \frac{i_0}{m-1} m \equiv c.
\]
On the other hand, for the control policy \( U_{1/(m-1), 0} \), defined as in the previous example, we have
\[
R(\lambda, U_{1/(m-1), 0}) = e_0 \left( \frac{1}{m-1} \right) \lambda + i_0 \left( \frac{1}{m-1} \right) \lambda
\]
\[
= -e_0 \left( \frac{1}{m-1} \right) + \frac{e_0 \left( \frac{1}{m-1} \right) + i_0 \left( \frac{1}{m-1} \right)}{1 - \lambda}.
\]
Thus
\[
r(\pi, U_{1/(m-1), 0}) = c
\]
for each \( \pi \in \Gamma \) and the policy \( U_{1/(m-1), 0} \) is a minimax control policy.

Let the random variables \( \nu_0, \nu_1, \ldots \) have the negative binomial distribution and let \( \Gamma \) be the class of all a priori distributions \( \pi \) of the parameter \( \lambda \) for which
\[
E_\pi \left( \frac{1}{1 + \lambda} \right) = m,
\]
where $m < 1$ is given. For the distribution $\pi_{\beta, r}$ with the density

$$
g(\lambda; \beta, r) = \frac{1}{B(\beta - 1, r + 1)} \frac{\lambda^{\beta - 1}}{(1 + \lambda)^{\beta + r}} I_{0, r}(\lambda)
$$

we have

$$
E_{\pi_{\beta, r}} \left( \frac{1}{1 + \lambda} \right) = \frac{\beta - 1}{\beta + r}.
$$

For $\beta = 1/(1 - m) + mc$, $r = (1 - m)c$ the distribution $\pi_{\beta, r} \in \Gamma$ and

$$
r(\pi_{\beta, r}, U^*_{\beta, r}) \xrightarrow{c} e_0 \left( \frac{1}{1 - m} \right) (1 - m) + i_0 \left( \frac{1}{1 - m} \right) m \text{ def } c.
$$

On the other hand

$$
R(\lambda, U_{1/(1 - m), 0}) = e_0 \left( \frac{1}{1 - m} \right) + i_0 \left( \frac{1}{1 - m} \right) - e_0 \left( \frac{1}{1 - m} \right) 1 + \lambda.
$$

Thus for any $\pi \in \Gamma$

$$
r(\pi, U_{1/(1 - m), 0}) = c
$$

and the policy $U_{1/(1 - m), 0}$ is a minimax control policy.

Finally we find the minimax controls in the case when the class $\Gamma$ consists of a priori distributions on which two special kinds of conditions are imposed.

Let the random variables $v_0, v_1, \ldots$ have the normal distribution and let the class $\Gamma$ be the class of all distributions $\pi$ for which

(26)

$$
E_x(\lambda) = m, \quad E_x(\lambda^2) = m_2,
$$

where $m, m_2$ are given and $m_2 - m^2 > 0$. In this case for each fixed policy $U^*_{\beta, r}$ with $\beta > 0$

$$
r(\pi, U^*_{\beta, r}) = \text{const} \quad \text{for each } \pi \in \Gamma.
$$

From the above we obtain that if $\pi_{\beta, r} \in \Gamma$ then $U^*_{\beta, r}$ is a minimax control policy.

Conditions (26) give for the distribution $\pi_{\beta, r}$

$$
\frac{r}{\beta} = m, \quad \left( \frac{r}{\beta} \right)^2 + \frac{r}{\beta} = m_2,
$$

i.e.

$$
\beta^* = 1/(m_2 - m^2), \quad r^* = m/(m_2 - m^2)
$$

determine the minimax policy $U^*_{\beta^*, r^*}$. 
In a similar way one can determine minimax control policies \( U_{\beta^*, r^*}^* \) for other distributions of random variables \( v_0, v_1, \ldots \) belonging to an exponential family.

Let the class \( I' \) be determined by the conditions:

for the Poisson distribution
\[ E_{\pi}(\lambda) = m, \quad E_{\pi}(1/\lambda) = m_{-1} \quad (m > 0, \; mm_{-1} > 1); \]

for the gamma distribution
\[ E_{\pi}(1/\lambda) = m_{-1}, \quad E_{\pi}(1/\lambda^2) = m_{-2} \quad (m_{-1} > 0, \; m_{-2} - m_{-1}^2 > 0); \]

for the binomial distribution
\[ E_{\pi}(1/\lambda) = m_{-1}, \quad E_{\pi}(1/(1-\lambda)) = \bar{m}_{-1} \quad (m_{-1} > 1, \; \bar{m}_{-1} > 1); \]

for the negative binomial distribution
\[ E_{\pi}(1/\lambda) = m_{-1}, \quad E_{\pi}(1/(1+\lambda)) = \hat{m}_{-1} \quad (0 < \hat{m} < 1, \; m_{-1} > \hat{m}(1-\hat{m})). \]

This leads to the solutions:

for the Poisson distribution
\[ \beta^* = m_{-1}/(mm_{-1} - 1), \quad r^* = 1/(mm_{-1} - 1); \]

for the gamma distribution
\[ \beta^* = m_{-2}/(m_{-2} - m_{-1}^2), \quad r^* = m_{-1}/(m_{-2} - m_{-1}^2); \]

for the binomial distribution
\[ \beta^* = (m_{-1} + \bar{m}_{-1})/(m_{-1} \bar{m}_{-1} - m_{-1} - \bar{m}_{-1}), \quad r^* = \bar{m}_{-1}/(m_{-1} \bar{m}_{-1} - m_{-1} - \bar{m}_{-1}); \]

for the negative binomial distribution
\[ \beta^* = (m_{-1} - \hat{m}_{-1})/(m_{-1} - \hat{m}_{-1} - m_{-1} \hat{m}_{-1}), \quad r^* = \hat{m}_{-1}/(m_{-1} - \hat{m}_{-1} - m_{-1} \hat{m}_{-1}); \]

\( U_{\beta^*, r^*}^* \), being a minimax control policy.
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